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Deep learning tools are being used extensively in a range of 
scientific domains; in particular, there has been a steady 
increase in the number of geometric deep learning 
solutions proposed to a variety of problems involving 
structured or relational scientific data. In this work, we 
report on the performance of graph segmentation methods 
for two scientific datasets from different fields. Based on 
observations, we were able to discern the individual impact 
each type of graph segmentation methods has on the 
dataset and how they can be used as a precursors to deep 
learning pipelines. 

sc-PDB

TrackML

TrackML

• Comprises multiple events. 
• Each event contains simulated measurements of 

particles generated in a collision between proton 
bunches. 

• All events are statistically independent and contain 
directional and unique particle information.

• Track hits are mapped into  
eta-phi space

sc-PDB
• Binding sites for proteins were generated using the 

SiteHopper create tool. 
• Each binding cavity is described by VolSite using a set 

of pharmacological properties laid out in a 3D grid. 
• Data was split into 10 groups, based on the UniProt 

ID of the proteins.

DBSCAN

Spectral Clustering

Dynamic kNN

Gaussian Mixture Models

PRELIMINARY RESULTS ON SC-PDB

• Leverage non-negative and symmetric similarity 
function to measure pairwise similarities and construct 
similarity matrix S. 

• We leverage the Eigengap Heuristic to determine the 
number of partitioning clusters. 

• In EH, the goal is to choose k such that all eigenvalues 
λ1,…,λk are small but λk+1 is relatively larger.

• Probabilistic models that use a soft-clustering approach 
to distribute data points into different clusters.  

• The objective of a GMM is to maximise the likelihood 
value of data X which can be formulated as a 
marginalised property summed up over G clusters. 

• Mathematically: 

• DkNN works on the basis of the principle of choosing the 
best k value to perform a kNN segmentation. 

• It recursively uses an individual observation from the 
original sample for validation and the rest as training 
data.

• DBSCAN finds core samples of high density and expands 
clusters from them. 

• It requires the Eps, the neighbourhood radius and the 
MinPts, which is the minimum number of points 
required to seed a cluster.

• Hits are filtered based on           (>2GeV) and the 
number of hits in the track belong to (>2 hits/track).

• DkNNs display higher values compared to other methods 
and can be considered an appropriate method for 
mitigating noise introduced by fpocket cavity detection.

• GMMs generally achieve high combined Truth Efficiency 
and Edge Efficiency across the full range of         . 

• The raw input of TrackML can be broken down into 
distinct subgraphs to simplify the tasks of downstream 
track-finding. 

• This will also be helpful in accelerating the training of 
graph-based deep learning architectures on distributed 
systems.

CONCLUSION
We take a look at how different types of graph segmentation 
approaches work on scientific datasets and how they could 
be used as a precursor for deep learning pipelines with 
graph-based data. We conduct comprehensive evaluations 
over two scientific datasets used in separate fields and show 
how graph segmentation would be able to point towards 
factors that would inevitably help speed-up or improve the 
accuracy of the overall pipeline it is fitted into.

We validate 
previous results 
by looking at 
the labels of 
individual particles within each cluster.
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